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The need for the characterization of real-world signals in terms of their linear, nonlinear,
deterministic and stochastic nature is highlighted and a novel framework for signal
modality characterization is presented. A comprehensive analysis of signal nonlinearity
characterization methods is provided, and based upon local predictability in phase space,
a new criterion for qualitative performance assessment in machine learning is introduced.
This is achieved based on a simultaneous assessment of nonlinearity and uncertainty
within a real-world signal. Next, for a given embedding dimension, based on the target
variance of delay vectors, a novel framework for heterogeneous data fusion is introduced.
The proposed signal modality characterization framework is verified by comprehensive
simulations and comparison against other established methods. Case studies covering a
range of machine learning applications support the analysis.
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1. Introduction

Real-world processes comprise both linear and nonlinear components, together
with deterministic and stochastic ones, yet it is a common practice to model such
processes using suboptimal, but mathematically tractable models. To illustrate
the need to asses the nature of a real-world signal prior to choosing the actual
computational model, figure 1 (modified from Schreiber 1999) shows the
enormous range spanned by the fundamental signal properties of ‘nonlinear’
and ‘stochastic’. Despite the fact that real-world processes, due to nonlinearity,
uncertainty and noise, are located in areas such as those denoted by (a), (b), (c)
and ‘?’, in terms of computational models, only the very specialized cases such as
the linear stochastic autoregressive moving average (ARMA) and chaotic
(nonlinear deterministic) models are well understood. It is, however, necessary
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Figure 1. Classes of real-world signals spanned by the properties ‘nonlinearity’ and ‘stochasticity’.
Areas where methodologies for the analysis are readily available are highlighted, such as ‘chaos’
and ‘ARMA’.
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to verify the presence of an underlying linear or nonlinear signal generation
system, for instance, in biomedical applications such as the analysis of the
electrocardiogram and the electroencephalogram (EEG), the linear/nonlinear
nature of the signal conveys important information concerning the health
condition of a subject1 (Schreiber 1999).

Although extensions of both ARMAmodels and chaos are also established, such
as nonlinear ARMA models from figure 1, the characterization of signal modality
for a wide range of real-world signals remains an open issue. Methods for signal
nonlinearity analysis exist; these are usually set within a hypothesis-testing
framework and are typically based on rigid assumptions, such as the existence of a
strange attractor. Consequently, for real-world signals that are subject to
uncertainty and noise, the rejection of the null hypothesis of linearity needs to
be interpreted with due caution (see Schreiber & Schmitz 2000; Timmer 2000).

Our aim is therefore to introduce a unifying methodology for the simultaneous
characterization of real-world signals in terms of nonlinearity and uncertainty,
and to highlight the potential benefits of signal modality characterization. The
analysis is supported by case studies ranging from qualitative assessment of the
performance of machine learning algorithms, through to the fusion of
heterogeneous data sources for renewable energy applications.
2. Time series model and background theory

Signal nonlinearity characterization emerged in physics in the mid-1990s and is
gradually being adopted in practical engineering applications (Ho et al. 1997;
Mandic & Chambers 2001). Some of the terminologies are given below.

Time series. In signal processing, a time series is a sequence of data points,
measured typically at successive times, spaced at (often uniform) time intervals,
e.g. {x1, x2, ., xn} where n denotes the time instant.

System versus signal nonlinearity. A linear shift invariant system, f($) obeys
superposition, that isca; b2R : f(axCby)Zaf(x)Cbf(y). A system that is shift
invariant, but that violates the superposition or scaling, is considered nonlinear.
1 For instance, the changes in the nature of heart rates from stochastic to deterministic may
indicate health hazards (Poon & Merrill 1997).
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1143Signal modality characterization
By contrast, as defined by Theiler et al. (1992), a linear signal is generated by an
autoregressive (AR) model2 driven by normally distributed, white (uncorrelated
over time) noise, thus ‘shaping’ the flat amplitude spectrum of the white input.
Thus, for a linear signal, the amplitude spectrum conveys all the necessary
information (Theiler & Prichard 1996).

A consequence of this observation is that the phase spectrum is irrelevant for
the characterization of a linear signal. With this in mind, we shall adopt the
terminology of Theiler et al. (1994) and use the term ‘linear properties’ to refer to
the mean, variance and autocorrelation function of a time series.

Deterministic versus stochastic (DVS ) signal component. The Wold
decomposition theorem (Wold 1938) states that any discrete, stationary signal
can be decomposed into its deterministic and stochastic (random) components
that are uncorrelated. This theorem forms the basis for many prediction models,
e.g. the presence of a deterministic component imposes an upper bound on the
performance of these models. Consider a sine wave (deterministic) contaminated
with white noise (stochastic). In a prediction setting, the sine wave portion of the
signal can be perfectly predicted using only two preceding samples (sine wave is a
marginally stable AR(2) process). However, the prediction performance is
degraded due to the presence of the stochastic component, and the portion of the
variance that can be accurately predicted equals the variance of the deterministic
component (sine wave).

The definition of the ‘Nature’ of a signal. By the signal nature, we refer to the
above two sets of signal properties: linear/nonlinear and deterministic/stochas-
tic. The strict definition of a linear signal, x, can be relaxed by allowing its
probability distribution to deviate from Gaussian; this is achieved by viewing it
as a linear signal (following the strict definition) measured by a static (possibly
nonlinear) observation function, h($). Any signal that cannot be generated in
such a way is referred to as a nonlinear signal.3 A signal is considered
deterministic if it can be precisely described by a set of equations, otherwise it is
considered stochastic.
3. Surrogate data methods

Theiler et al. (1992) have introduced the concept of ‘surrogate data’, which has
been extensively used in the context of statistical nonlinearity testing. The
surrogate data method tests for a statistical difference between a test statistic
computed for the original time series and for an ensemble of test statistics
computed on linearized versions of the data, the so-called surrogate data, or
‘surrogates’ for short. In other words, a time series is nonlinear if the test statistic
for the original data is not drawn from the same distribution as the test statistics
2An AR model of order m is a linear stochastic model of the form, xkZ
Pm

iZ1 aixkKiCn; the current
value of the process, xk, is expressed as a finite, linear combination of the previous values of the
process and a random shock, n.
3 The analysis of the nonlinearity of a signal can often provide insights into the nature of the
underlying signal production system. However, care should be taken in the interpretation of the
results, since the assessment of nonlinearity within a signal does not necessarily imply that
the underlying signal generation system is nonlinear: the input signal and system (transfer
function) nonlinearities are confounded.
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for the surrogates. This is basically an application of the ‘bootstrap’ method in
statistics (Theiler et al. 1992). In the context of nonlinearity testing, the
surrogates are a realization of the null hypothesis of linearity. There are
three major aspects of the surrogate data method that need to be considered
(Theiler & Prichard 1996; Schreiber & Schmitz 2000): (i) the exact definition of
the null hypothesis, (ii) the realization of the null hypothesis, i.e. the generation
method for the surrogate data, and (iii) the test statistic. It is crucial to realize
that the rejection of a null hypothesis conveys no information regarding what
aspect of the null hypothesis is violated (see Timmer 2000).

There are two main types of null hypotheses: simple and composite. A simple
null hypothesis asserts that the data are generated by a specific and known
(linear) process. A composite null hypothesis asserts that the unknown
underlying process is a member of a certain family of processes (Schreiber &
Schmitz 2000).

(a ) Simple null hypothesis

Owing to the underlying assumption that linear data are generated by a linear
stochastic process driven by white Gaussian noise, a simple way to generate
surrogate data would be to determine the appropriate AR model that, when fed
with different realizations of white Gaussian noise, can be used to generate a
number of surrogates. The order of the AR model can be found using a model
order selection criterion, such as the minimum description length (MDL,
Rissanen 1978)

MDLðpÞZN logðEðpÞÞCp logðNÞ; ð3:1Þ

where N is the number of samples and E(p) is the squared estimation error for
model order p. Although the AR-based approach has the advantage of a well-
understood implementation (also surrogate time series of any length can be
generated), an important drawback is that the signal distribution of the
surrogates becomes approximately Gaussian.4 Therefore, if the original time
series is not Gaussian, rejection of the null hypothesis can be due to a
discrepancy in the distributions, rather than due to signal nonlinearity.

(b ) Composite null hypothesis

To generalize the simple null hypothesis, one possible composite null
hypothesis would be that the time series is generated by a linear stochastic
process driven by Gaussian white noise, constrained to produce a time series with
an autocorrelation function identical to that of the original time series. Owing to
the Wiener–Khintchin theorem, this constraint corresponds to the original and
surrogate time series having identical amplitude spectra.5 Thus, we can also
generate surrogates by randomizing the phase spectrum of the fast Fourier
transform (FFT) of the original time series and subsequently retransforming
4 Indeed, the AR model computes a linear combination over a number of data points drawn from a
single distribution. For higher model orders, the distribution of the resulting signals becomes
approximately Gaussian, due to the central limit theorem.
5Note that this is in line with the observation that the phase spectrum is irrelevant for the
characterization of a linear signal, as described in §2.
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Figure 2. Surrogate realization for the Lorenz series. (a) FT-based without endpoint matching,
(b) FT-based with endpoint matching, (c) amplitude-adjusted Fourier transform-based with
endpoint matching, and (d ) iAAFT with endpoint matching.
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back into the time domain. This way, the so-called ‘FT-based’ surrogates are
designed to have the same amplitude spectrum and hence the linear properties
(mean, variance and autocorrelation function) identical to those of the original
time series, but are otherwise random.

Since the FFT assumes the time series to be periodic over a time segment, a
mismatch between the start- and endpoint results in a periodic discontinuity that
introduces high-frequency artefacts (Theiler et al. 1994; windowing can be
applied to compensate for this spectral leakage). Examples of FT-based
surrogates for the chaotic Lorenz series, without and with endpoint matching,
are given in figure 2a,b. As with the AR-based method (§3a), signal distributions
of the surrogates do not necessarily resemble those of the original time series,
which can lead to false rejections of the null hypothesis. In order to exclude such
‘false’ rejections, Theiler et al. (1992) proposed an amplitude transform of the
original time series that makes the distribution Gaussian, prior to the application
of the FT method, which is transformed back to the original distribution
afterwards (amplitude-adjusted Fourier transform method, AAFT). Rather than
fitting the observation function, h($), with a parametric model, they employed a
rank-ordering procedure, i.e. the time series is sorted6 and the sample with rank k
is set to the same value as the kth sample in a sorted Gaussian series of the same
length as the original time series. An example of the AAFT surrogate for the
chaotic Lorenz series, including the endpoint matching procedure, is shown
in figure 2c.

The iterative amplitude-adjusted Fourier transform (iAAFT ) method. The
drawback of the AAFT method is that it forces the amplitude spectrum of
surrogates to be flatter than that of the original time series, which, again, can lead
to false rejections of the null hypothesis. To that end, Schreiber & Schmitz (1996)
6 Sorting a time series refers to sorting the signal amplitudes in an increasing order.
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proposed the iAAFT method that produces surrogates with identical (‘correct’)
signal distributions and approximately identical amplitude spectra as the
original time series. For {jSkj}, the Fourier amplitude spectrum of the original
time series, s, and {ck}, the sorted version of the original time series, at every
iteration j, two series are generated: (i) r ( j ), which has the same signal distribution

as the original and (ii) s( j ), with the same amplitude spectrum as the original.

Starting with r (0), a random permutation of the original time series, the iAAFT
method is given as follows:

(i) compute the phase spectrum of r ( jK1)/{fk},

(ii) s( j ) is the inverse transform of {jSkjexp(ifk)}, and

(iii) r ( j ) is obtained by rank ordering s( j ) so as to match {ck}.

The iteration stops when the difference between {jSkj} and the amplitude
spectrum of r ( j ) stops decreasing (Schreiber & Schmitz 2000). An iAAFT
surrogate for the Lorenz series, using the endpoint matching is shown in
figure 2d. The iAAFT method for generating surrogate time series has become a
standard, giving more stable results than the other available methods
(Kugiumtzis 1999; Schreiber & Schmitz 2000).
(c ) Hypothesis testing

To describe the fundamental property of signal nonlinearity, a null hypothesis
is asserted that the time series is linear; it is rejected if the associate test statistic
does not conform with that of a linear signal. Since the analytical form of the
probability distribution functions of the metrics (‘test statistics’) is not known, a
non-parametric rank-based test may be used (Theiler & Prichard 1996). For
every original time series, NsZ99 surrogates are generated; the test statistics for
the original, to, and for the surrogates, ts,i (iZ1,., Ns), are computed, the series
{to, ts,i} is sorted and the position index (rank) r of to is determined. A right-
tailed (left-tailed) test rejects a null hypothesis if rank r of the original exceeds 90
(r%10), and a two-tailed test is judged ‘rejected’ if rank rO95 (or r%5). It is
convenient to define the symmetric rank rsymm as

rsymm½%�Z

r

NsC1
; for rightKtailed tests;

NsC2Kr

NsC1
; for leftKtailed tests;

����� ðNsC1Þ
2

Kr

�����
NsC1

2

; for twoKtailed tests;

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð3:2Þ

whereby one- or two-tailed tests are rejected if rsymmO90%.
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Figure 3. (a) DVS and (b) cumulative d–e plots of Mackey–Glass chaotic time series.
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4. Established signal characterization methods

Time delay embedding is defined in ‘phase space’, by a set of delay vectors
(DVs) x(k) of a given embedding dimension m and time lag7 t, i.e. xðkÞZ
½xkKmt;.; xkKt�T. Every DV x(k) has a corresponding target, namely the next
sample, x(k). It is important to choose the embedding dimension sufficiently large,
such that the m-dimensional phase space enables for a ‘proper’ representation of
the dynamical system. For an overview, see Hegger et al. (1999).

(a ) DVS plots

The idea underpinning the method introduced by Casdagli (1991), the DVS
plots, is to construct piecewise linear approximations of the unknown prediction
function that maps the DVs onto their corresponding targets, using a variable
number n of neighbouring DVs for generating these approximations. The DVS
method examines the (robust) average prediction error E(n) for local linear
models as a function of the number of data points, n, within the local linear
model. The prediction error as a function of the locality of the model conveys
information regarding the nonlinearity of the signal. Indeed, a small value of n
corresponds to a deterministic model (Farmer & Sidorowich 1987), large values
of n correspond to fitting a stochastic linear AR model, whereas intermediate
values of n to fitting nonlinear stochastic models. A DVS plot for the Mackey–
Glass chaotic (nonlinear deterministic) time series for mZ2 is shown in figure 3a.
The minimum of the delay vector variance (DVV) curve is at the l.h.s. of the
plot, indicating correctly a nonlinear and deterministic nature of this time series.
(b ) The d–e method

This method proposed by Kaplan (1994, 1997) was initially used for a model-
free examination of the degree of predictability of a time series. It can be
summarized as follows.

—The pairwise (Euclidean) distances between the DVs x(i ) and x( j ) are
computed and denoted by di, j. The distance between the corresponding targets
(using the L2 norm) is denoted by ei, j.

—The e values are averaged, conditional to d, i.e. eðrÞZej;k , for r%dj,k!rCDr,
where Dr denotes the width of the ‘bins’ used for averaging ej,k.
7 For simplicity, t is set to unity in all simulations.
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—The smallest value for e(r) is denoted by EZ limr/0eðrÞ and is a measure for
the predictability of the time series.

The ‘cumulative’ version of e(r) avoids the need for setting a bin width Dr:

3cðrÞZ ej;k with dj;k!r ; ð4:1Þ

where ej;k is, as before, the mean pairwise distance between targets. Figure 3b

shows the cumulative plot for the Mackey–Glass time series.
The heuristics for determining parameter E is the Y-intercept of the linear

regression of the Nd (d, e) pairs with the smallest d. In the example shown in
figure 3b, this yields EZ0.0138 and indicates a deterministic nature. This value
can be used as a test statistic for a left-tailed nonlinearity test using surrogate
data. In our simulations, NdZ500.
(c ) Traditional nonlinearity metrics

The third-order autocovariance (C3). This is a higher-order extension of the
traditional autocovariance and is given by8

tC3ðtÞZ hxkxkKtxkK2ti: ð4:2Þ

In combination with the surrogate data method, this method has been used
(Schreiber & Schmitz 1997) as a two-tailed test for nonlinearity.

Reversibility due to time reversal. A time series is said to be reversible if its
probability properties are invariant with respect to time reversal, i.e. if the
joint probability of ðxn; xnCt;.; xnCktÞ equals the joint probability of

ðxnCkt; xnCðkK1Þt;.; xnÞ, for all k and n (Diks et al. 1995). Time reversibility is
preserved by a static (possibly nonlinear) transform and Schreiber & Schmitz
(1997) proposed the following reversal metric (REV) for measuring the
asymmetry due to time reversal,

tREVðtÞZ hðxkK xkKtÞ3i: ð4:3Þ

It was shown that, in combination with the surrogate data method, this metric
yields a reliable two-tailed test for nonlinearity in figure 4. The time series is
judged nonlinear if to is significantly different from ts,i (which is not the case in
these examples): using the rank-based testing explained in §3c, we obtain
rsymmZ28% for C3 and rsymmZ36% for REV, thus not exceeding the significance
threshold of 90%.
(d ) Correlation exponent

This approach to nonlinearity detection is described byGrassberger&Procaccia
(1983) and yields an indication of the local structure of a strange attractor.

The correlation integral is computed as

CðlÞZ lim
N/N

1

N 2
fnumber of pairs ði; jÞ for which kxðiÞKxðjÞk! lg; ð4:4Þ
8 For comparison, time lag t is set to unity in all simulations.
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where l is varied and N is the number of DVs available for the analysis.
Grassberger & Procaccia (1983) established that the correlation exponent, i.e. the
slope of the ðlnðCðl ÞÞ; lnðl ÞÞ-curve, can be taken as a measure for the local
structure of a strange attractor. Several methods exist for determining the range
over which the slope is to be computed (‘scaling region’; see Theiler & Lookman
1993; Hegger et al. 1999). The correlation integral curve is examined in similar
regions for both original and surrogate data, and a difference in the slope indicates
a difference in the local structure of the attractor yielding two-tailed tests.
5. The delay vector variance method

The DVV method is somewhat related to the d–e method and the DVS plots
(Casdagli 1991).

For a given embedding dimension m, the DVV approach can be summarized as
follows.

—The mean, md, and s.d., sd, are computed over all pairwise Euclidean distances
between the DVs, kxðiÞKxðjÞk (isj ).

—The sets Uk(rd) are generated such that UkðrdÞZfxðiÞkxðkÞKxðiÞk%rdg, i.e.
sets that consist of all the DVs that lie closer to x(k) than a certain distance rd,
taken from the interval ½maxf0;mdK ndsdg;mdCndsd�, e.g. Ntv uniformly
spaced distances, where nd is a parameter controlling the span over which to
perform the DVV analysis.

—For every set Uk(rd), the variance of the corresponding targets, s2kðrdÞ, is
computed. The average over all sets Uk(rd), normalized by the variance of the
time series, s2x , yields the ‘target variance’, s�2ðrdÞ

s�2ðrdÞZ
1
N

PN
kZ1

s2kðrdÞ

s2x
: ð5:1Þ

We only consider a variance measurement valid, if the set Uk(rd) contains at
least NoZ30 DVs, since having too few points for computing a sample
Proc. R. Soc. A (2008)
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variance yields unreliable estimates of the true (population) variance.
A sample of 30 data points for estimating a mean or variance is a general
rule of thumb.

As a result of the standardization of the distance between the DVs, the
resulting ‘DVV plots’ (target variance, s�2ðrdÞ as a function of the standardized9

distance, (rdKmd)/sd) are straightforward to interpret. The presence of a strong
deterministic component will lead to small target variances for small spans rd.
The minimal target variance, s�2minZminrd s�2ðrdÞ

� �
, is a measure for the amount

of noise that is present in the time series (the prevalence of the stochastic
component). At the extreme right, the DVV plots smoothly converge to unity,
since for maximum spans, all the DVs belong to the same ‘universal’ set, and the
variance of the targets becomes equal to that of the original time series.

To illustrate the notion of ‘signal nature’ by the DVV method, consider linear
(AR(4)) signal (nðkÞwNð0; 1Þ) (Mandic & Chambers 2001), given by

xðkÞZ 1:79xðkK1ÞK1:85xðkK2ÞC1:27xðkK3ÞK0:41xðkK4ÞCnðkÞ ð5:2Þ
and a benchmark nonlinear signal, the Narendra model 3 (Narendra &
Parthasarathy 1990), given by

zðkÞZ zðkK1Þ
1Cz2ðkK1ÞCx3ðkÞ: ð5:3Þ

The average DVV plots, computed over 25 iAAFT-based surrogates for these
two benchmark signals are shown in figure 5a,b. In the following step, the linear
or nonlinear nature of the time series is examined by performing the DVV
analyses on both the original and a number of surrogate time series. Owing to the
standardization of the distance axis, these plots can be conveniently combined in
a scatter diagram, where the horizontal axis corresponds to the DVV plot of the
original time series, and the vertical to that of the surrogate time series. If the
surrogate time series yield the DVV plots similar to that of the original time
series, the ‘DVV scatter diagram’ coincides with the bisector line, and the
original time series is judged to be linear, as shown in figure 5c. Conversely, as is
the case in figure 5d, where the DVV scatter diagram for the Narendra model 3
time series is shown, the deviation from the bisector line is an indication of signal
nonlinearity, which can be quantified by the root mean square error (r.m.s.e.)
between the s�2 s of the original time series and the s�2 s averaged over the DVV
plots of the surrogate time series10

tDVV Z

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s�2ðrdÞK

PNs

iZ1

s�2s;iðrdÞ

Ns

0
BBB@

1
CCCA

2* +

valid rd

vuuuuuut ; ð5:4Þ

where s�2s;iðrdÞ is the target variance at span rd for the ith surrogate, and the
average is taken over all spans rd that are valid for both the original and the
9 Note that we use the term ‘standardized’ in the statistical sense, namely as having zero mean and
unit variance.
10Note that while computing this average, as well as with computing the r.m.s.e., only the valid
measurements are taken into account.
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surrogates. The DVV plots represent a single test statistic, allowing for
traditional (right-tailed) surrogate testing (the deviation from the average is
computed for the original and surrogate time series).
6. Comparative study of the signal characterization methods

For generality, consider a unit variance deterministic signal (sum of three sine
waves, scaled to unit variance) contaminated with uniformly distributed white
noise with s.d. sn. After standardizing to unit variance, the resulting signal, nk, is
passed through a nonlinear system

xk Z arctanðgnlC
TxðkÞÞCnk

2
; ð6:1Þ

where gnl controls the degree of nonlinearity, CZ ½0:2;K0:5�T, and x(k) are the
DVs of embedding dimension mZ2. This is a benchmark nonlinear system
referred to as model 2 (Narendra & Parthasarathy 1990). The predictability
is influenced by sn, whereas the degree of nonlinearity is controlled by gnl.
Proc. R. Soc. A (2008)



Table 1. Results of the rank tests for the tile set. (Significant rejections of the null hypothesis at the
level of 0.1 are indicated by boxes. C3, third-order cumulant; COR, correlation exponent; DVV,
delay vector variance; REV, reversal metric.)

gnl sn C3 REV d–e COR DVV

0.0 0.0 31 38 99 3 22

1.5 0.0 45 59 6 88 100

2.0 0.0 54 73 2 1 100

2.5 0.0 65 52 2 1 100

0.0 0.5 36 81 56 83 52
1.5 0.5 52 82 73 54 98

2.0 0.5 54 100 94 1 100

2.5 0.5 43 87 95 1 100

0.0 1.0 34 82 52 100 28

1.5 1.0 57 89 52 10 82
2.0 1.0 71 24 11 1 100

2.5 1.0 38 41 76 1 100
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To illustrate the potential of the DVV method, a ‘tilt set’ of nine time series is
generated, defined by sn2{0, 0.25, 0.5} and gnl2{0, 0.5, 1.0}, which spans the
signal space from figure 1.

For the tile set, we used an embedding dimension of mZ2, and the maximal
span, nd, was determined by visual inspection so that the DVV plots converged
to unity at the extreme right, yielding ndZ3. The results of the rank tests for the
tile set (6.1) are shown in table 1 (significant rejections at the level of 0.1 are
shown in boxes). The DVS method is not included, since it does not allow for a
quantitative analysis. From table 1, in the absence of noise (snZ0), only the d–e,
the COR and DVV methods detected nonlinearities for slopes gnlR2.0. When
noise was added, the time REV was able to detect the nonlinear nature for high
slopes gnl. The third-order cumulant (C3) metric was unable to detect
nonlinearities in this type of signal, whereas the correlation exponent (COR)
analysis was detecting (wrongly) nonlinearity even for the linear case with
gnlZ0. The d–e method failed to detect nonlinearities within the signals when the
noise was present, since it is based on the deterministic properties of a time
series. Only the DVV method consistently detected nonlinear behaviour for
gnlR2, for all noise levels (right most column in table 1).

The results for the DVS and DVV analyses are illustrated in figures 6 and 7,
respectively. The degree of nonlinearity, gnl, increases from left to right, and the
noise level, sn, increases from top to bottom. The DVS plots in figure 6 show
that, as gnl increases, the error discrepancy between the best local linear model
and the global linear model becomes larger, indicating a higher degree of
nonlinearity. In the DVV scatter diagrams (figure 7), the effect of an increasing
degree of nonlinearity corresponds to a stronger deviation from the bisector line
(dashed line). The effect of increasing sn in the DVS plots is a higher error value
at the optimal degree of locality. For instance, in the first column of the tile
figures, the lowest detected level of uncertainty increased from top to bottom
Proc. R. Soc. A (2008)
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Figure 6. DVS plots for the tile set. The degree of nonlinearity increases from left to right and the
noise level from top to bottom.

1153Signal modality characterization
(figure 6). Conversely, for increasing degrees of nonlinearity (first row in figures),
the minimum of the DVV curve becomes more pronounced in figure 6, and the
deviation from the bisector line becomes more emphasized in figure 7.
7. Applications of the DVV method

This section illustrates the applications of the DVV method for a range of
machine learning problems.
(a ) Recursive versus iterative learning

We shall now consider standard adaptive filtering architectures and illustrate
the effects of recursive and iterative learning on signal nature preservation.
Recursive training refers to traditional online processing methods, where the set
of adaptive learning parameters (weights) w(k) is updated in a generic form of

wðkC1ÞZwðkÞCupdate;

where the update Dw(k) for gradient descent linear setting is given by

DwðkÞZmeðkÞxðkÞ;
where m is the learning rate; e(k) is the instantaneous output error; and x(k) is the
regressor vector in the filter memory.
Proc. R. Soc. A (2008)
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On the other hand, iterative a posteriori (or data reusing) techniques naturally
employ prior knowledge, by reiterating the above update for a fixed tap input
vector x(k), whereby the data-reusing update is governed by the refined
estimation error ei(k) for every a posteriori update iZ1,., L.

Figure 8 illustrates the quantitative performance measure (the prediction gains
Rp) and qualitative performance by means of the DVV scatter diagrams, for
three different learning algorithms and various orders of data reusing iterations.
The least mean square (LMS) algorithm was used to train a linear finite impulse
response (FIR) filter, while the nonlinear gradient descent (NGD) and real-time
recurrent learning (RTRL) were used to train a nonlinear neural dynamical
perceptron and recurrent perceptron, respectively. This was achieved for
the prediction of a nonlinear benchmark signal (5.3). The three columns in
figure 8a–c illustrate different orders of data reusing (0 times, 3 times and 9 times,
from left to right), and the three rows in figure 8(i)–(iii) represent the three
different algorithms (LMS, NGD and RTRL from top to the bottom). In terms
of the prediction gain Rp and nature preservation, there is a tendency along each
row, that with the increase in the order of data reusing, the quantitative
performance index Rp increased as well, and the DVV scatter diagrams for the
filter output approached those for the original signal (dotted line, figure 8).

(b ) Functional magnetic resonance imaging applications

The general linear model is still widely used in neuroscience, exhibiting
suboptimal performance, which also depends on the recording method Vanduffel
et al. (2001). Our aim was to show that the different recording methods convey
Proc. R. Soc. A (2008)
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different degrees of nonlinearity, and hence the signal nonlinearity analysis
should be undertaken prior to the actual signal modelling. To achieve this, we
consider four time series, taken from the left and right middle temporal area
(MT/V5), recorded using two different contrast agents: one set (time series
labelled B1 and B2, 1920 samples) is recorded using the traditional blood level
oxygen-dependent (BOLD) contrast agent, and the other (time series B3 and B4,
1200 samples) using an exogenous contrast agent, namely monocrystalline iron
oxide nanoparticle (MION). The latter is expected to be dependent on fewer
physiological variables that possibly interact in a nonlinear fashion, and should,
therefore, display less nonlinearity than the BOLD signals (Friston et al. 2000).

In figure 9, the DVV scatter diagrams for BOLD signals were nonlinear,
whereas those for MION signals were linear and noisy, which conforms with the
underlying null hypothesis.

(c ) Data fusion for sleep psychology applications

The goal of the data fusion is to combine data collected from different sensors
in order to make better use of the available information and achieve improved
performance that could not be achieved by the use of a single sensor only
Proc. R. Soc. A (2008)
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(Mandic et al. 2005a,b). Sleep stage scoring (Anderson & Horne 2005; Morrell
et al. 2007) based on the combination of data obtained from multichannel EEG
and other body sensors is one such application. To illustrate the usefulness of the
DVV method in the fusion of heterogeneous data, a set of publicly available
(http://ida.first.fraunhofer.de/wjek/publications.html) physiological recordings
of five healthy humans during three consecutive afternoon naps were used. Three
physiological signals for every patient and each nap were considered: the EEG,
electrooculogram (EOG) and respiratory trace (RES).

Manual scoring by medical experts divides these signals into six classes:
(i) awake, eye open (W1), (ii) awake, eye closed (W2), (iii) sleep stage I (S1),
(iv) sleep stage II (S2), (v) no assessment (NA), and (vi) artefact in EOG signal
(AR). In order to score sleep stages, the DVV features from EEG, EOG and RES
were concatenated to give a fused feature vector, and then the classification was
performed using a simple neural network classifier.

Figure 10a,b illustrates the labels assigned by the medical expert and a simple
perceptron, respectively, using a classifier based on the DVV features, for the
first nap of patient 1. From the figure, it can be observed that these two labels
are a close match and that a simple concatenation of the DVV features provides a
rich information source in heterogeneous data fusion. Fusion of linear (power
spectrum) and nonlinear (DVV) features has also found application in the
modelling of awareness of car drivers, namely the detection of microsleep events
(Golz & Sommer 2007; Sommer et al. 2007).
(d ) Complex DVV and testing for the ‘complexity of a complex process’

A straightforward extension of the univariate iAAFT method to cater for
complex-valued signals is based on the matching of the amplitude spectra of the
surrogate and the original complex-valued signal (Gautama et al. 2004). This can
be achieved by rank ordering the moduli of the complex-valued signal, rather
than on the real and imaginary parts separately (bivariate iAAFT method).

Since for the complex-valued time series a delay vector is generated by
concatenating time delay embedded versions of the two dimensions (real and
imaginary), in the complex-valued versions of the DVV method, the variance of
such variables is computed as the sum of the variances of each variate, i.e.

s�2s ðrdÞZs�2s;rðrdÞCs�2s;iðrdÞ; where s�2s;rðrdÞ denotes the target variance for the

real part of the original signal s, and s�2s;iðrdÞ denotes that for the imaginary
Proc. R. Soc. A (2008)
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part. A statistical test11 for judging whether the underlying signal is complex
or bivariate is based upon the complex DVV method (Schreiber & Schmitz
2000). Figure 11b shows the result of the statistical test for an Ikeda map
contaminated with complex white Gaussian noise (CWGN) over a range of
power levels. The complex Ikeda map and CWGN had equal variances, and the
noisy signal Ikedanoisy was generated according to IkedanoisyZIkedaoriginalC
gn!CWGN, where gn denotes the ratio between the s.d. of the complex Ikeda
map and that of the additive white Gaussian noise. For low levels of noise, the
time series was correctly judged complex.

Table 2 illustrates the results of a statistical test on the different regions of
wind data recorded over 24 hours.12 It is shown in the table that the more
intermittent and unpredictable the wind dynamics (‘high’), the greater the
advantage obtained by the complex-valued representation of wind (Goh et al.
2006), while for a relatively slowly changing case, it is not. Also, there are
stronger indications of a complex-valued nature when the wind is averaged over
shorter intervals, as represented by the respective percentage values of the ratio
of the rejection of the null hypothesis of a real bivariate nature.
11We consider the underlying complex-valued time series bivariate if the null hypothesis is rejected
in the statistical test.
12 The wind data with velocity v and direction q are modelled as a single quantity in a complex
representation space, namely v(t)e jq(t).
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Table 2. The rejection rate (the higher the rejection rate the greater the benefit of complex-valued
representation) for the wind signal.

region containing
high dynamics (%)

region containing
low dynamics (%)

averaged over 1 s 96 71
averaged over 60 s 83 58
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8. Summary

We have highlighted the need to characterize a time series based on different
aspects of the signal, providing a unique ‘signal fingerprint’. These criteria can be
the local predictability, nonlinearity, smoothness, sparsity or linearity. It has
been shown that the fundamental problem of choosing an appropriate criterion or
test statistic for the nonlinearity analysis needs to be addressed with due caution.
Indeed, nonlinearity analysis results ought to be interpreted with respect to the
definition of linearity that has been adopted (which is reflected in the surrogate
data generation method), and the aspects of the time series on which the test
statistic is based, such as time-reversal asymmetry, phase space geometry and
correlation exponent, to mention just a few.

To provide a unifying approach to detecting the nature of real-world signals, we
have introduced a novel way for characterizing a time series, the DVV method,
and have evaluated its performance in the context of nonlinearity detection. This
has been supported by comprehensive simulations on a large number of time
series, both synthetic and real world. The case studies provided illustrate the
usefulness of this methodology for the qualitative assessment of machine learning
algorithms, analysis of functional magnetic resonance imaging (fMRI) data and
the DVV method as a tool for heterogeneous data and feature fusion.

D.P. Mandic and M.M. Van Hulle are supported by a research grant received from the European
Commission (NeuroProbes project, IST-2004-027017).
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